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ABSTRACT 

The paper  describes a computer  program written to implement  the factor-jump 
method  on a thermogravimetry apparatus au tomated  with an in-laboratory mini- 
computer.  The program is written almost entirely in F O R T R A N  and constitutes a 
system of  seven overlays. It determines activation energies during the course of  the 
experiment and provides active feedback to pursue desired precision in experimental  
quantities and in the activation energy. The program is modular  and  can probably 
adapt  to situations other than the apparatus and technique for which it was originally 

designed. 

INTRODUCTION 

The compu te rp rog ram described here was written to implement the factor-jump 
method ~ on  art au tomated  thermogravimetry apparatus z" 3. Factors are experimental 
variables such as temperature,  pressure, etc. The philosophy is to use the computer  as 
a source of  "active" control,  Le., to assess the course of  the experiment during the 
experiment and  to take appropriate action. The ultimate aim is to explore the feasibility 
of  using thermogravimetry to measure activation energies to constant (pre-specified) 
precision. The program is almost entirely written in F O R T R A N .  I t  is modular ,  and 
can readily be adapted to other configurations of  apparatus and to other computers.  
In  our  configuration 2" 3, it drives the thermogravimetry apparatus from a laboratory 
computer  which has a 3 2 - K  memory of  i6  bit words. A commercial ly available 
interface acts as intermediary between the apparatus and  the computer .  The program 
is stored in overlay form on flexible diskettes. A preliminary description of  the 

program was given in ref. 4. 

PROGRAM PHILOSOPHY 

The first criterion for the program was intelligent control  of  the course o f  the 
experiment rather  than merely logging instrument  readings. The program contains 
regression and extrapolation routines so tha t  it can process raw data  to obtain final 
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derived quantities and calculate standard deviations in the derived quantities t o  
estimate the attained precision. 

A second criterion was to make the program modular,  partly to make it easily 
adaptable to automation uses other than thermogravimetry and partly to allow 
incorporation of  such standard library-type routines as were appropriate. The 
automat ion prog-ram presently comprises over 30 subroutines. An  additional rationale 
for modular  programming is based on the fact that  modular  programs are easier to 
debug and to alter as perceived needs change. 

Thirdly, program operation was made flexible in setting up the initial conditions 
(the program gives the operator the opportunity to make further changes after 
displaying all his currently chosen values) and intelligent enough to change some user 
chosen options if  conditions appear to warrant it. 

Fourthly, the program listings are profusedly " 'commented" so that  program 
flow is not  hopelessly concealed. In general, variables have been given mnemonically 
useful names. 

Although the BASIC language is particularly suited to (i) our hardware, (ii) the 
software supplied by the NBS automat ion group, (iii) logging of  data, (iv) rapid 
debugging, and (v) simple calculations, we chose instead to use F O R T R A N  because 
of  (i) greater speed in execution, (ii) the overlay structure, (iii) easy incorporation of  
canned regression programs, (iv) mnemonic  naming of  variables, and (v) program- 
ming sophistication. One large practical disadvantage in using F O R T R A N  on a 
mini-computer is the tiresome necessity to go through several t ime-consuming steps 
such as recompilation and  linking together the "'absolute" version of  the program 
before a change can be implemented. 

C A L C U L A T I O N  O F  A C T I V A T I O N  E N E R G Y  A N D  ITS S T A N D A R D  D E V I A T I O N  

The dependence of  the rate of  reaction, r, on  the amount  of  sample, C (i.e., the 
degree of  conversion or extent of  reaction), and temperature, T, is usually expressed 
in a general form as 

dC 
r -- d----T -- f(C)h(T).. 

where C and T are assumed to be independent  variables. The dependence of  rate on 
temperature is usually assumed to be given by the Arrhenius equation 

h(T) = A exp (--  E/RT) 

where, A = Arrhenius factor, E activation energy, R = gas constant, and T = 
absolute temperature. Here we assume that  A and E are independent  of  temperature. 
To obtain the activation energy E i associated with the time t i without knowledge of  
t h e  form of  f(C), we proceed as follows. The sample is equilibrated a t  temperature 
T l i  ~ and then the rate of  loss of  weight is determined. At  t ime tj the temperature is 
changed to temperature T2i and the system allowed to re-equilibrate until t ime tk. 
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W h e n  a second  s teady ra te  o f  weight  loss has  been de t e rmined  bo th  rates are  extra-  
po la ted  to  give the  in s t an taneous  rates  o f  we igh t  loss r ~  and  r2~ at  t ime  t~, whe re  

t j  < t  i < t  k -  

C o m b i n i n g  the  above  expressions for  r a n d  h(T) ,  we have  for  po in t  i 

In r l i =  In l-Af(Cli)] 
Ei 

R~,  

a n d  

Ei 
In r 2 1  : In [ - A f ( C 2 i ) - l  RZ2i 

At  the po in t  o f  ex t rapola t ion ,  C1i = C2i and  f(C1 ~) = f(C2i), so the above  expressions 
for  r l i  and  r2~ m a y  be c o m b i n e d  to  define an  ac t iva t ion  energy,  E~, for  t ime t i 

E, = R In (r,Jr2i)/(I/T2, - IlT~z) 

= R [In (rli/r2i)](TliZ2i)/(Tli -- T2i) (1) 

To  hand l e  different  steps in a t h e r m o g r a v i m e t r y  curve separately,  the var iable  C 

is of ten defined by 

C ~--- ; v  - -  w o o  

t,~ 0 - -  w o o  

Where, w is the  in s t an taneous  weight  o f  the  sample,  Wo is the initial weight  in the 

cu r r en t  step, a n d  woo is the final weight  o f  the cu r r en t  step. 
Al ternat ively,  C m a y  be def ined in te rms o f  the sample  weight  wi th  no  recogni t ion  o f  
the  initial  a n d  final weights  or  o f  differing steps in the  weight- loss curve.  O u r  p rocedure  
covers  bo th  these cases, because  we ex t rapola te  dC/dt, where  

dC d ( ~,_~o-- woo ) ( 1 ) dw 
d ~ - -  ~ - -  w-~o = Wo - w o o  -~ -- r 

a n d  take  rat ios o f  r l i  a n d  rz i  to  give (dwJdt)/(dw2/dt). 
F r o m  the theory  o f  p r o p a g a t i o n  o f  no rma l ly  d i s t r ibu ted  errors ,  we have  for  the  

var iance  o f  E the  express ion 

\ tST 1 ,  \--~-~-r ] r \--~T--],  

2 a n d  o 2 are  var iances  in the values o f  the  rate, r, a n d  t empera tu re ,  T, a n d  where  o,  
ozr  is the  covar i ance  o f  r a n d  T. He re  we assume tha t  cor re la t ions  be tween  the  e r rors  
in  r a n d  T are  negligible so tha t  o2r --- 0. W h e n  the indiv idual  rates  a n d  t empera tu res  
are  inc luded  explicitly in the  express ion for  021 we have 

o~, = o;,, \ ,~r .  / + o. , ,  \ ,~,. z + o2, ,  \ ST, ,  / + ~2~, \ sty, / 

Also,  

(2) 
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~rll (Tll- Tul)ril 

6E i -- R (T l iT2 i  ) 

6 r 2 i  ( T l i -  T 2 i ) r 2 i  

OT, i 
6Ei __ R [ln(ri'/r21)] [ TliTzi ]z ( 1 )2 

- -  [ T l i  - -  T2iJ ~ 1 i  

, . ,  r ) c~Tai -- R [In O',,Ir2,)] LTll __ T21J 

Substituting these expressions in eqn. (2) and using the definition of  E~ in eqn. (1), 
we have for the variance of  E i the expression 

2 2 [  
o.2 = E 2 [ O G .  + o',.~i] 1 2 

- : :w-  , . - i , .  + L r~i J21 _1 In 

0) 
[ o-~., ---=-.°'~' ] [ TuT21 ]2 E 2 

--~-i--+ T~, J L T ~ , -  T~,iJ L Tl l  

The first term in eqn. (3) is the contribution of  the rates to the total variance of  
El. It depends on the ratio of  the individual rates and the magnitudes of  the rates as well 
as the magnitudes of  the assigned errors. The second term in eqn. (3) is the contribu- 
tion of  the temperatures to the variance of  E~. It depends on the magnitude of  the 
temperature difference (T1i -- T2i) and the absolute temperatures as well as on the 
errors in the temperature measurements. (Minimizing the variance of  E~ clearly 
requires more than minimizing the errors in the rates and temperatures). 

In this way we can obtain estimates E~ of  the activation energy for whatever 
process(es) is (are) rate-limiting. We can examine the distribution o r e  i with time and 
extent of  reaction to check for regions in which the same process is dominant.  Assum- 
ing it is appropriate to apply the propagation of  error procedure with no correlations 
between the errors in T and r, we also obtain an expression for a~i,2 the variance of  
Ei. We can use these quantities to compare the distribution of  ( E - -  EO[aF.i with 
theoretical distributions to seek out aberrant values of  E~. 

Optimization of  the experiment under these conditions may be defined as 
maximizing the precision of  E, the average of  all measured activation energies Ei 
presumed to characterize the same process. If  the E~ values are measured to constant 
precision, then E" is the arithmetic average and  .checking for aberrant  E i values is as 
simple and  respectable as the assumptions in the determination of  aei allow. In 
principle, therefore, the experiment should aim for constant precision or constant 
relative precision in E i, i.e., constant an~ or Ei[av.i. I f  constant precision is not  
achieved, then-determination of  E is complicated and requires an assumption about  
the statistical distribution of  the individual E i values. 
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Fig. 1. Flow diagram of  program for automated control of  factor-jump thermogravimetry. 
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Our experiences with the technique will be discussed in a later publication 5. We 

now pass to a description of  the controll ing computer  program,  T G R U N F ,  where F 
means Factor-jumps.  

SYNOPSIS OF  A U T O M A T E D  P R O C E D U R E  

The program flow of  the au tomated  procedure in T G R U N F  is given in block 
form in Fig. 1. 

The program is divided into a base segment, always resident in the computer ,  
and several overlay segments. The functions of  the segments are described below. 

Base segment 
This segment contains the main routine of  the program. I t  directs the flow o f  

the program and  passes control  to a subroutine which reads in overlays when required. 
The main routine also stores variables passed from overlay to overlay or  needed by an 
overlay each time it is read in. This is a necessary condit ion when several overlays are 
to occupy the same port ion of  computer  memory.  An addit ional  subroutine supplies 
the time o f  day in seconds and in hours,  minutes and  seconds from a clock in the 
interface. 

The base segment also includes regression subroutines and  subroutines which 
transmit  to the interface with the experiment. These subroutines are needed by most  
of  the overlays and keeping them in the base-segment cuts down on the time spent 
reading overlays into the computer  memory.  

Set-up overlays 
Initialization. Three overlays are devoted to set-up of  the  experiment and/or  

check-out  of  the apparatus.  The first of  these assigns values to all optional parameters 
in the program, displays the current  values on  the computer  terminal  and  then gives 
the operator  an  opportuni ty  to make changes. The final parameter  values may be 
stored on a disc file for future use and may be read from an existing disc file. 

The second overlays asks if  the operator  would like to have any "'factor response 
t imes" determined by the program. I f  so instructed, the program sets the designated 
factor to an appropriate  level, determines if or  when the factor is indeed constant  as 
indicated by user, specified levels of  Z 2 for each factor, and  then changes the level of  
the factor and  determines the t ime for the new equilibration to occur. The user may 
specify the "appropr ia te  levels" if he so desires. This overlay is designed for check-out  
of  the apparatus and  is rarely used once the design and  functioning of  the apparatus  
are well characterized and understood.  

The third overlay determines bias voltages on the input  lines from the experi- 
ment  tO the computer  interface if commanded  to do so. I t  sets the experimental  
factors to prespecified levels, waits until they are steady (as judged  from the Z z values) 
and  then takes the difference between the observed and  set levels o f  each factor to be 
the bias voltage. 
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Factor-setting overlay 
This overlay is used mainly to set the factor levels to those currently desired. 

Par t  of  the overlay is also used to initialize the apparatus by using directly typed-in 
operator commands  and to input  the final weight of  the sample (i.e., the weight of  the 
empty bucket) and the initial sample weight, if it is known at that  stage. These 
weights are used with the current sample weight to calculate the degree of  conversion 
as the degradation proceeds. The operator can use this overlay to subject the sample 
to bake-out  type condit ioning for a specified period of time, and the option exists of  
automatically using the sample weight after bake-out as the initial weight of the 

sample. 

Data collection overlay 
The data collection sequence waits for a specified period of time after the 

conditions have been reset before obtaining data. This gives the sample and apparatus 
time to equilibrate to the new conditions. At  the option of  the user, this overlay 
checks for continued steadiness in the factor levels during data  collection to ensure 
that  re-equilibration has been completed and that  the experiment is proceeding 
normally. Repeated failure to meet user-dictated requirements for steadiness causes 
the current  specifications to be updated to more attainable values. During the data  
collection control may be passed to the precision-checking overlay (see below) at  
intervals specified by the user. I f  insufficient precision is found in the rates of  weight 
loss and other extrapolated quantities, data  collection is resumed, subject to the 
constraint  of  a maximum time. In  cases of  worsening precision as more data  are 
collected, data collection under tha t  particular set of  conditions is terminated and a 
new set of conditions is implemented. 

Precision-checking overlay 
A polynomial  of  user-specified degree is fitted to the variat ion with time of  each 

factor and of  the sample weight. These polynomials  are then extrapolated to appro- 
priate values of  time as described in the text preceding eqn. (1) t o  p r o v i d e  t h e  q u a n t i t i e s  

needed in eqn. (1). When  specified, the derivative of  the polynomial  with respect to 
time is also extrapolated (this is obviously needed in the case of  the sample weight). 
Standard deviations are calculated* for all extrapolated quantities. The relative 
precisionfi / t r(f i)  of  each factor (or rate) f i  is compared against user-specified values. 
I f  the precision is inadequate, data  measurement is resumed unless the allotted time 
for measurement under the current set of  conditions has run out. In that  case, precisior,_ 
" targets"  are updated to the present values, which are presumed to be more realistic 
than those initially specified, and control is passed to the next overlay where t h e  

* Calculated s tandard deviations are only estimates o f  the "'true" s tandard deviations, the values o f  
which are usually unknown.  Calculated s tandard deviations are often designed by t$ and  the true 
values as er. I t  was no t  felt necessary to fol low this convent ion here, 
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activation energy, Ei, is calculated. E i is also calculated as soon as the precisions in 
factors and rates are higher than the targets specified. 

Activation energy overlay 
A subrout ine  in this overlay calculates the activation energy and its standard 

deviation. A check on the relative precision Ei/~rEi determines whether further data 
are needed, whether the target precision E/tr E should be updated because it could not  
be attained as currently specified, or whether the determined precision is adequate. 

If  the precision in El is acceptable, a weighted and an unweighted average is 
calculated from the 10 latest Ei values and various statistical quantities on the course 
of  the determination of  the activation energy are output. Control  then reverts to the 
factor-setting overlay and the data measurement sequence begins anew. 

Detailed overlay structure 
All segments contain non-specific library routines not  ment ioned here. The 

make 'up  of  the various segments is given below. The operations performed by the 
various routines are described briefly in subsequent paragraphs according to their 
function rather than their position in the overlay segments. 
BASE segment: T G R U N  

OVERLY 
T I M E R  
T R A M I D  
D E K O D E  
FMIDAS 
REGRES 
FCTN 
M A T I N V  

SETUP overlays: (1) INIT 
PRIME 
T H M C P L  
DESYNE 

F A C T O R  SETTING overlays: 

D A T A  COLLECTION overlay: 

(2) RESPON 
WAYT 
SETPAR 
RPAR 
RMIDAS 
AVSDN 
E N K O D E  

FACSET 
SETPAR 
E N K O D E  
BAKEIT 
PLATTO 
F A C F U N  
R P A R  
RMIDAS 
A V S D N  

O) BIASVL 
SETPAR 
E N K O D E  
RPAR 
RMIDAS 
AVSDN 
W A Y T  



PRECISION C H E C K I N G  overlay: 

ACTIVATION E N E R G Y  overlay: 

PRECIS 
EXTPOL 
RESIDS 
ACTIVE 
WTAVER 
A V S D N  
CHISQ 
T D E G A B  

65 

D E T A I L S  O F  M A I N  R O U T I N E  A N D  S U B R O U T I N E S  

Listings of  the routines are given in Appendix 2 of  ref. 6. This section contains 
a brief description of  the salient features o f  each routine. Subroutines are usually 
written to allow a piece of  computer  code to be used at more than one point  in the 
program. However, a second and equally compelling reason is to break a large 
process into easily discerned and assimilated pieces. Thus, to understand the logical 
flow in the following descriptions of  the subroutines, the reader will have to skip from 
one subroutine to another  as each is mentioned. 

M a i n  routine: T G R U N  

T G R U N  contains the c o m m o n  storage used to save important  variables. 
Labeled common  (a convenient grouping of  all quantities needed by a given routine 
and other routines) is unavailable for overlays in the version of  F O R T R A N  available 
to us. The somewhat  inelegant but  generally workable equivalent used in T G R U N  is 
to store all the needed variables in a large array D U M P  using E Q U I V A L E N C E  
statements. Current values of  these variables can then be transmitted to overlays or  
subroutines using E Q U I V A L E N C E  statements to refer to the appropriate variable. 
There is no need to resort to cumbersome argument  lists in the CALL statements or 
to include in C O M M O N  a list o f  all the variables. 

T G R U N  defines the logical units on which the overlays are located after the 
program is started, and transfers control first to the setup overlays and then to the 
factor-setting, data collecting, precision-estimating and activation energy calculating 
overlays as required by the course of  the experiment. If  the rate of  weight loss does not  
fall within user-chosen limits, T G R U N  changes the temperature in an appropriate 
direction, regardless of  what is next programmed in the design matrix (see FACSET).  
The dictates of  the design matrix will be followed in setting the factor levels for the 
subsequent data set, provided that  the rate of  weight loss does not  again fall outside 
the acceptable range. T G R U N  outputs summarizing details of  the activation energy 
calculations (temperatures, rates, sample weight, degree of  conversion) and the 
activation energies themselves on a disc file. At  the end of  the  experiment, T G R U N  
assigns reasonable finishing values to  all the experimental factors and finishes off the 
output. 
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Subroutine O V E R L Y  
OVERLY attempts to read in the designated overlay, rewinding the input file 

and trying three times if the overlay required is at the beginning of  its file. Failure 
causes an error message to be printed out on all output  units. 

INITIALIZATION ROUTINES 

Subroutine I N I T  
INIT initializes all optional variables in the program to reasonable values. 

Subrouthle P R I M E  
P R I M E  allows the user to read all the optional values from a saved file, to 

change any individual values and to optionally produce a saved file for later use. 
P R I M E  calls T H M C P L  to load the appropriate coefficients in the array used to 
convert thermocouple e.m.f.'s to degrees Celsius. 

Subroutine T H M C P L  
T H M C P L  places the appropriate coefficients (taken from ref. 7) for thermo- 

couples o f type -K (Table A7.2.3) or E (Table A5.2.3) into the array AT. AT is used to 
calculate degrees Celsius from the thermocouple e.m.f. 

Subroutine D E S Y N E  
D E S Y N E  reads in the starting values, Fi, of  the factors and the steps DFi, 

required between successive values of  factors. The sequence of  factor levels followed 
in the experiment is contained in the design matrix DM, also read in by DESYNE.  
See FACSET for more details on the use of  DM. DESYNE determines from user 
responses whe/her the digital voltmeter is to be the filtered input mode, whether checks 
for steadiness are to be made, and whether experiments other than thermogravimetry 
are to be serviced simultaneously (at present no other experiments have been program- 
med in). 

ROUTINES TO ~VRITE TO AND READ FROM THE INTERFACE (MIDAS) 

F M I D A S  

FMIDAS is a routine written in assembly language to allow the computer  to 
send a string of instructions to the interface, and, more complexly, to accept a string 
of information back in full duplex  (simultaneous transmission from and to the 
computer).  The version used here was first supplied by W. J. Hall of  the NBS Boulder 
Campus  Automat ion  Group, Boulder, Colorado, to be used with BASIC programs, 
and was subsequently modified according to suggestions given by him so that  it could 
be used with F O R T R A N  programs. 

T R A M I D  
T R A M I D  is used to transmit information to the interface using the routine 



67 

FMIDAS.  Because FMIDAS is still largely oriented towards use with BASIC, the 
F O R T R A N  programs must mimic BASIC in not  using integers and in assembling 
strings of  characters where the zero element is used for a count  of  the number  of  
characters in the string and the string characters are packed in pairs into the computer  
words. 

T R A M I D  waits until FMIDAS is not  "busy"  and then calls FMIDAS with the 
appropriate string of  information. If  FMIDAS is still busy after 500 inquiries by 
T R A M I D ,  an error message is printed and the program tries again. Transmission to 
the interface is needed to set factor levels, to set and start the clock, to select a channel 
on the analog S C A N N E R  and to interrogate or trigger the clock and the BCD input -  
output module (attached to the digital voltmeter) so that  information is transmitted 
to the computer.  

E N K O D E  

E N K O D E  translates a 4-digit decimal integer into the F O R T R A N  equivalent 
of  a BASIC string so that  the number  can be output  in the correct (ASCII) form to the 
interface. 

D E K O D E  
D E K O D E  is the reverse of  E N I ( O D E  in that  it translates a BASIC-like string 

of  digits from FMIDAS into a floating point number  suitable for use in calculations 
in the F O R T R A N  programs. Both E N K O D E  and D E K O D E  can work with parts 
of  BASIC strings. 

S E T P A R  
SETPAR uses T R A M I D  and FMIDAS to set the desired factor levels ~by 

programming the appropriate voltages in the digital-to-analog converters of  the 
interface. It  uses E N K O D E  to build up the appropriate string of  characters for 
setting the temperature, pressure and flow rates to values specified in its argument  list. 
The "target"  thermocouple e.m.f, to be output  from the interface digital-to-analog 
converter (DAC) to the temperature controller is calculated from the "'target'" 
temperature using a four degree polynomial calculated from fitting temperature and 
thermocouple e.m.f, values between 25 and 450 °C and taken from Tables A7.2.1 and 
A5.2.1 in ref. 7. The coefficients of  the polynomials (one for type-K thermocouples 
and  the other for type-E) are given in the listing for SETPAR. 

R P A R  

R P A R  is used to read a voltage originating in the experiment. It directs the 
appropriate voltage to the digital voltmeter (DVM) by means of  the analog scanner 
in the interface by sending the appropriate string of  characters to FMIDAS.  In then 
transfers control to RMIDAS to "trigger and  unload"  the digital voltmeter. 

R M I D A S  
RMIDAS uses T R A M I D  to transmit a string of  characters to set the DVM to 
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the appropriate range and functions, and then to trigger the D V M  and unload  the 
reading. The reading is then passed through D E K O D E .  On errors, R M I D A S  will try 
three times to get a consistent reading from the interface. R M I D A S  will change the 
pre-specified D V M  range if either applied voltage is too large to be read correctly on 
the range specified or if the voltage could be read on a more sensitive range than that  

currently specified. - 
R M I D A S  reads the D V M  the number  o f  times specified for each type of  reading 

and  calls A V S D N  to obtain the average value and its estimated s tandard deviation. 

T I M E R  
T I M E R  uses T R A M I D  and  D E K O D E  to obtain the current  time in hours,  

minutes and seconds from the interface clock, and then converts this time to seconds. 

EXPERIMENT DIRECTING ROUTINES 

B A K E I T  
B A K E I T  allows the option of  transmitt ing commands  directly from the 

computer  console to the interface. It is useful for the operator  to reset the factors via 
B A K E I T  when the desired initial settings of  the factors are far from the current  
values. The factors then have extra time to steady down at the new values. The 
operator  may want  to use B A K E I T  to send commands  which allow him to see quickly 
that  the various components  of  the apparatus are working correctly. I t  is also useful at  
this stage to display on the D V M  the voltage from the electrobalance and  then to 
introduce the sample. B A K E I T  also reads-in the initial and final values of  the sample 
weight. An  input  o f  zero for the initial weight is a special case which causes the 

initial weight to be taken from the first weight reading made from the electrobalance 
after sample bake-out.  Finally, B A K E I T  allows " 'conditioning" of  the sample under  

user-specified conditions for a user-specified length of  time and then starts the 
determination of activation energies without  further intervention from the operator.  

FA C S E T  

F A C S E T  uses the Fi and D F  i values and  the design matrix DMik (set by the 
user via subroutine D E S Y N E )  to compute  current  levels for the factors. 

The factor levels are computed  from 

Fi = Fi + (DFi )  (DMik)  

for the i-th factor, k is the k-th row of  the design matrix. Thus, for setting temperature  
and  pressure in a flow rate of  300 scc]min of  N2, for example, 

= 3OO t7 ,  = 76O = 3OO F 4  = 0 

D F I  = I5 D F  2 = 100 D F  3 = 0 D F  4 = 0 
D M l l  = 1 DMxz = 1 DMxa = 0 DM14 = 0 

DMzx ----- - -1 :  DMz2 = --1 DM23 = 0 DM24 = 0 
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REGRESSION R O U T I N E S  

The routines REGRES,  F C T N  and M A T I N V  are regression routines essentially 
as given in ref. 8. They have been modified to handle zero-degree polynomials  (i.e., 
calculation of  the constant  in y, = constant),  are general, and  are used here (i) to fit a 
polynomial  of  user-specified degree to each factor to describe its variat ion with time, 
and  (ii) to calculate average activation energies. 

RESIDS is a routine writ ten here for this series of  regression programs. I t  
outputs the "'observed" (Y0) and  calculated (y¢) values, the s tandard deviations (tro), 
the residuals ([Yc -- yo-l/tro) from the regression analysis, and the difference between 
adjacent  experimental readings. This latter quanti ty is provided as an aid in checks of  
the performance of  the apparatus and  as an indication of  the t rend with time of  the 
first derivative of  the experimental readings. I t  is particularly convenient  to use this 
co lumn to check the steadiness of  the rate of  weight loss. 

P R E C I S I O N - E S T I M A T I O N  I N  F A C T O R  LEVELS 

PRECIS  
Data  are transferred f rom the data-reading routine (PLATTO)  to PRECIS  by 

means of  a temporary  storage file writ ten on disc. PRECIS  places the t ime origin in 
the middle of  the time interval under  consideration to part i t ion the imprecision in 
polynomial  fitting and  subsequent extrapolat ion equally between both  ends. I t  then 
uses R E G R E S  to fit the user-chosen degree of  polynomial  to the variat ion of  each 
factor with time. The first extrapolation time is calculated to be half-way between the 
beginning of  measurements made under  the current  set o f  factors and the end of  
measurements  made  under  the previous set of  factors. The second extrapolat ion time is 
assumed to be the same interval as the first but  forward in time past the latest measure:  
ment. For  the first series of  measurements,  when no prev ious  series exists, extra- 
polations are made for 200 sec out  on both sides. After the extrapolat ion times have 
been chosen, PRECIS  transfers control  to E X T P O L  (see below) which calculates the 
extrapolated quantities. On return from EXTPOL,  PRECIS  outputs the calculated 
relat ive precisions.f /a(f)  and r/tr(r) for the factors and rates and  makes the decision 
whether  to resume measurements  in PLATTO or pass to calculation of  the activation 
energy. This decision depends on whether  the specified precision has been at tained 
and  whether  time has run  out  for this series of  measurements.  Precision targets are 
updated  to more  realistic values if they would  otherwise force the da ta  collection to 
continue for more than the maximum time allowed. 

EXTPOL 
E X T P O L  calculates the extrapolated values of  the factor levels when given the 

target t ime and  the coefficients of  the polynomial.  Where specified, the first derivative 
with respect to time is also calculated (usually this need only be done for the sample 
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weight). Standard deviations are also calculated and the relative precisions f / t r ( f )  
and rift(r) are obtained. 

A C T I V A T I O N  E N E R G Y  R O U T I N E S  

A C T I V E  
ACTIVE uses function T D E G A B  to obtain the sample temperature in K from 

the sample thermocouple  e.m.f, and  then calculates the activation energy and estimates 
its standard deviation using eqns. ( I)  and (3). Tests are made for nonsensical values 
of  the quantities involved in the calculation; affirmative results cause the measure- 
ments made under  the current set of  conditions to be discarded and measurement to 
be continued under a new set of  conditions. ACTIVE also calculates the contributions 
of  rate and temperature to the variance of  the activation energy. 

W TA VER 
W T A V E R  uses REGRES,  AVSDN and CHISQ to calculate the weighted and 

unweighted 'values of  the average energy from the latest few individual activation 
energies obtained. The actual number  to use is currently specified as I0 at the  begin- 
ning of  T G R U N .  W T A V E R  also makes estimates of  the current confidence levels 
about  these average values and outputs all this information. 

TDEGAB 
T D E G A B  returns the absolute temperature in K from the input  thermocouple 

e.m.f. 

U T I L I T Y  R O U T I N E S  

(I)  AVSDN computes the arithmetic average and standard deviation assuming 
a normal distribution of  the input values. 

CHISQ computes 7. 2 for the input values. 

M E A S U R E M E N T  O F  BIAS V O L T A G E S  

B I A S V L  
BIASVL asks the user which, if any, bias voltages are to be measured on  the 

° 

input lines from the experiment to the interface. If  so directed, it sets the factors to 
appropriate values using SETPAR, and calls W A Y T  to wait until the factors achieve 
steady values. The voltages are then measured and the bias voltages and  their standard 
deviations are calculated, stored in the program and also printed out. 

VVA Y T  
W A Y T  makes repeated series of  5 readings of  a voltage representing a factor 

level and  uses REGRES to compute chi squares for these values. Steadiness in the 
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fac tor  is def ined as the  va r ia t ion  in co r r e spond ing  vol tage giving a n  appropr i a t e ly  l ow  
Z z value,  i.e., less t h a n  a user -chosen th resho ld  w h e n  fitted to  a po lynomia l  o f  degree  
app rop r i a t e  for  tha t  factor,  I f  the specified level o f  Z 2 is no t  ach ieved  in a pre-specif ied 

t ime, W A Y T  gives a n  e r ro r  re turn.  

ERROR SIGNALS 

Var ious  e r ro r  signals (values o f  the  var iable  N E R R O R )  have  been  c o d e d  in to  
the  p r o g r a m  to p inpo in t  sources  o f  t rouble .  The i r  mean ings  are  ~iven below.  

1 = w r o n g  t h e r m o c o u p l e  type  specified in S E T P A R  (possibilities a re  K a n d  E).  

3 =  
4 =  
5 =  
6 =  
7 =  
8 =  

w r o n g  flow channe l  specified in S E T P A R  (possibilities a re  1 a n d  2). 
uns teady  read ing  in  W A Y T .  
incor rec t  D V M  funct ion.  
D V M  will no~t set range  specified. 
factors  are  n o t  consis tent ly  s teady du r ing  da t a  measu remen t .  
n o t  used a t  present .  
ac t iva t ion  energy  d i scarded  in  A C T I V E .  

TESTS OF THE PROGRAM 

Several  aspects  o f  the  p r o g r a m  were  subjec ted  to  init ial  test ing in  a s imula ted  
exper iment .  These  include:  (1) the appropr ia teness  for  use in ex t rapo la t ion  o f  
po lynomia l s  fitted to the weight - loss - t ime relat ionship,  (2) the  logic o f  p r o g r a m  
flow, (3) the  " 'wal l-clock" t ime requ i red  for  the  var ious  c o m p u t e r  opera t ions ,  (4) the  
effects o f  r a n d o m  exper imenta l  e r ro r  o n  the  de t e rmina t ion  o f  the  average  ac t iva t ion  
energy,  a n d  (5) the  a d e q u a c y  o f  the  ma themat i ca l  accu racy  o f  the var ious  c o m p u t e r  
opera t ions  (pr incipal ly  o f  the  effect o f  round-o f f  error) .  

I n  practice,  the  test ing o f  the  p r o g r a m s  para l le led  the  bui ld ing  o f  the  appa ra -  
tus  z, 3 

CALCULATION OF IDEAL THERMOGRAVIMETRY CURVE 

Case  B o f  F l y n n  a n d  Wall  9 was  selected to m a k e  the m a x i m u m  ra te  o f  deg rada -  
t i o n  occur  at  a b o u t  50 ~o convers ion .  The  equa t ion  

t 

L {In [1 -- C] + 0.6547 In [ C  + 
6 

1.8660-1 -- 1.6547 In [ C  + 0.1340] 

-- 1.6219} = t A e  - t E m r J  (4) 

was  solved for  A assuming  C = 0.95, E = 25 kcal  m o l e -  t, T = 300°C,  R ----- 1 .987°C 
c a I -  ~ m o l e "  ~ a n d  t = 10800 sec (i.e., a s suming  tha t  the  reac t ion  h a d  p roceeded  to  
95~o comple t i on  in  3 h a t  300°C wi th  a n  ac t iva t ion  energy  o f  25 kcal  m o l e "  1). T h e  
va lue  f o u n d  was  A = 326 I63. 
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E q u a t i o n  (4) was  t h e n  u s e d  to  obtain a c o r r e s p o n d e n c e  b e t w e e n  C a n d  t fo r  
T ----- 300 a n d  315 °C; in  each  case C was  s t e p p e d  in uni ts  o f  0.02 a n d  the  c o r r e s p o n d i n g  
va lue  o f  t was  ca lcu la ted .  P r o g r a m s  fo r  t he  a b o v e  o p e r a t i o n s  were  easily a n d  qu ick ly  

wr i t t en  in  B A S I C .  
T h e  rou t i ne s  R E G R E S ,  F C T N  a n d  M A T I N V  were  u sed  wi th  a smal l  d r iv ing  

p r o g r a m  to  fit a t h i rd -degree  p o l y n o m i a l  to  the  C - t  c o r r e s p o n d e n c e s .  T h e  fit ove r  the  
r an g e  C = 0 to  0.98 was  p o o r  (misfi ts  in  va lues  o f  C were  typical ly  ---- 0 .005) b u t  
sa t i s fac tory  fits were  o b t a i n e d  ove r  the  r ange  C = 0 . I 0  to  0.90 (misfits in  va lues  o f  C 
were  typical ly  N0 .001) .  F o r  C = a + bt  + ct 2 + dt  a where  A = 326163, C = 0 . I 0  to  

0 . 9 0 ,  E = 25 kca l  m o l e - ~ ,  R = 1.987 ° C c a l -  i ,  we o b t a i n e d  

a = 0.663 (0.034) × I 0 - 1  
b = - -0 .234  (0.022) x 10 - 4  
c = 0.289 (0.004) x 10 -  7 
d ----- --0.181 (0.002) × 10 -11  a t  3 0 0 ° C  

a n d  

a = 0.664 (0.034) × 10-  x 
b = - -0 .410  (0.039) × 10 - 4  

c = 0.884 (0.013) × 10 - 7  

d = - -0 .970 (0.013) X 10 -11  at 315°C (5) 

T h e  s t a n d a r d  dev ia t ions  o f  t he  coefficients  a re  g iven  in pa ren theses .  

FITTING PORTIONS OF THE W E I G H T  LOSS: TIME CURVE 

T h e  w e i g h t - l o s s - t i m e  cu rve  has  to  be  f i t ted  qu ick ly  a n d  ent i re ly  u n d e r  c o m p u t e r  
con t ro l .  T h e r e f o r e  we d i d  n o t  c o n s i d e r  n o n - l i n e a r  r ep re sen t a t i ons  (wh ich  r equ i re  a n  
ini t ial  guess  o f  t he  coefficients  a n d  s u b s e q u e n t  r e i t e ra t ion  o f  the  r e f i n e m e n t  p rocess  to  
ach ieve  o p t i m i z e d  values) .  O f  the  va r ious  " s t a n d a r d "  l inear  f o r m s  t r ied  (e.g. y ----- a q- 
bx;  y = aebX; y = aXb; y = a + b /x;  y = l / ( a  W bx) ,  y = x / ( a x  q- b) wi th  va r ious  
t r a n s f o r m a t i o n s  o f y  a n d  x) ,  n o n e  was  able  to  r ep re sen t  the  w e i g h t - t i m e  curve  a t  all 
well .  O u r  c o n c e r n  w i th  the  p o l y n o m i a l  r e p r e s e n t a t i o n  was  t h a t  it  was  t o o  genera l  a n d  
m i g h t  n o t  a l low us  to  ex t r apo l a t e  w i th  con f idence  ou t s ide  the  r ange  ove r  w h i c h  t he  
coeff icients  were  d e t e r m i n e d .  Also ,  t he  efficiency o f  t he  p o l y n o m i a l  a p p r o a c h  decreases  
as  t h e  e r ro r s  in  t he  o b s e r v e d  v a l u e s  increase.  A s imple  tes t  to  p r o v i d e  exper ience  in the 
use  o f  p o l y n o m i a l s  was  devised.  

(1) T h e  d i s t r i b u t i o n  o f  e r ro r  in  the  we igh t  r ead ings  was  a s s u m e d  to  be n o r m a l .  
A s h o r t  B A S I C  p r o g r a m  was  w r i t t e n  to  ca lcu la te  50 n o r m a l  quant i les ,  z, (wh ich  
d iv ide  the  n o r m a l  d i s t r i bu t i on  in to  51 equa l  a reas)  a n d  o r d e r  t h e m  r a n d o m l y  us ing  
t h e  B A S I C  r a n d o m  n u m b e r  gene ra to r .  T h e  quan t i l e s  a re  ~ v e n  (see ref. 10) by  

/ I i  

p ~ =  J P . d z = ( i - - n / 8 ) [ ( n  + l - - n / 4 )  i > _ _ 2 o r n  >_ 10 
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( 3 i - -  O/(3n + 1) f o r i  = l o r n  < 10 

Then  

zi = 4.91 (pO.14 _ (1 - -  p i ) O . 1 4 )  (6) 

(2) A complete weight-loss-time curve was calculated in increments of  15 see, 
which was considered at  that  time to be the interval between data  points likely to be 
used in practice. The quanti ty z~tr was added to each value of  the sample weight; zi is 
a normal  quanti le taken in order  of  occurrence in the randomly ordered list and  tr is 
an input  level of  imprecision. 

(3) Port ions of  the complete curve as calculated from the third-degree poly- 
nomial  described earlier were chosen by gpeeifying the initial and  final times and  a 
second-degree polynomial  was fitted to each portion. The fit o f  the second-degree 
polynomial  was moni tored  by compar ing original and fitted values, and  the appropri-  
ateness of  the polynomial  for  extrapolat ion was studied by compared  extrapolated 
values of  the polynomial  and  its first derivative with values obtained from the complete 
curve. The results are summarized in Tables 1 and  2. Table 1 shows the effect of  
r andom error in the electrobalance signal on the extrapolated values of  the weight and 
rate of  weight loss. Because extrapolation will in practice be both  forward a n d  
backward  in t ime into a time-interval when the conditions are being changed, a 
"'worst case" of  3 min  was chosen for equilibration*; this requires an  extrapolation 
time of  90 sec f rom each direction. We believed it should certainly be possible to keep 
the error  or unsteadiness in the electrobalance signal to 100 ttV or less (in practice, 
drifts are < 1/~V see and  random error is < 20/~V). Under  these conditions, 5 min of  
data  collection ( =  21 points at  1 point every 15 sec) gives a precision of  --- 1 ~ in the 
rate. Table 2 shows that  for reasonable conditions (short extrapolation, small errors, 
polynomial  fitted to fairly small region of  present curve) the fitted polynomial  may be 
extrapolated safely and  that  this is true over at  least the middle 80 ~ of  the T G  curve. 

SIMULATED EXPERIMENTS 

The two parent  polynomials for case-B degradat ion at  300 °C and  315 °C were 
used to simulate temperature- jump T G  experiments so that  we could test out  the 
ability of  the procedure to give back a known activation energy and  the ability of  the 
algorithms and  computer  coding to make  appropriate  choices at  various stages of  the 
experiment. Various amounts  of  experimental error  were added to the temperature  
and  weight readings. Jumps between temperatures were made  to occur over a 60-see 
t ime interval. (In real life, the program waits for a preset equilibration time, usually 
150 see, and  then augments this interval as required by continuously examining 
;t2-values obtained f rom the factor levels themselves and  their permit ted variat ion in 

* This was befoYe we gained any experience with the apparatus. Currently, real typical equilibration 
times are 2-1/2 minutes, typical data collections are 24 measurements of each factor spaced every 
20 see, with conditions reset every 11 rain. 
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T A B L E  3 

S U B R O U T I N E  T O  S I M U L A T E  F A C T O R - J U M P  T H E R M O G R A V I M E T R Y  E X P E R I M E N T  

(1) Cur ren t  " t i m e "  is t. 
(2) H a s  t empera tu re  changed?  (i.e., has  a new level been set by  the ma in  p rog ram?)  yes -* (3); 

no  ~ (6). 
(3) Use  cur rent  value o f  C to  calculate  tnow using eqn.  (4) in text with coemcients  for  new tempera-  

ture.  
(4) Calculate  new t ime  origin "beg in" ,  where  t = tnow - -  begin, tnow refers to  the t ime as ob ta ined  

f rom the C,-t polynomials. Changing the  t empera tu re  corresponds to  moving  a long  the 
hor izontal  lines in Fig. 2. However ,  in the "expe r imen t "  it is desirable to  keep the apparen t  
t ime advancing  cont inuously .  Changing  t empera tu re  then cor responds  to changing the C - t  
polynomia l  coefficients (eqns. (5) in the text) and  the origin o f  t ime, here  called " 'begin".  

(5) Add  inter-plateau equi l ibrat ion t ime  minus  s tep t ime between readings:  t ---- t + d - -  15. 
(6) Step to  t ime o f  next  data :  t = t + 15 (15 sec between data). 
(7) Use  C - t  polynomia l  to  get upda ted  value o f  C which cor responds  to  mos t  recent t ime t. 
(8) Conver t  C into sample  weight  w -~ 200 (1 - -  C) (initial weight o f  10 me ,  20 mV/mg) .  
(9) A d d  "exper imenta l  e r ro r " :  w = w + zi6"w, where  0% ~ 0.02 m V  and  zi is defined by  eqn. (6) 

in the text.  
(10) A d d  exper imenta l  e r ror  to  t empera tu re  T. 

T = {e.m.f. (300°C) or  e.m.f.  (315°C)} + zicr~r where o-T ----- e r ror  user chosen (--~80) in FV 
for  type-E thermocouple .  
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Fig. 2. T w o  calculated curves relat ing extent  o f  convers ion  to  t ime for  tempera tures  T1 and  T2. 
The  heavy  lines denote  a typical  course  o f  the  s imulated experiment .  The  actual  course  is determined 
by  the compu te r  p r o g r a m  and  is based on  precisions a t ta ined in the measurements .  

p o l y n o m i a l  f o r m .  I f  t e m p e r a t u r e  is  p e r m i t t e d  t o  v a r y  a s  T = a q -  b t ,  t h i s  f u n c t i o n  is  

f i t t e d  i n  t h e  r e g r e s s i o n  r o u t i n e s  t o  t h e  l a t e s t  f i v e  T v a l u e s a n d  t h e  r e s u l t i n g  Z z v a l u e  is  

c o m p a r e d  w i t h  a n  " a l l o w e d  m a x i m u m " .  F a i l u r e  i n  t h i s  t e s t  is  i n t e r p r e t e d  a s  l a c k  o f  

s t e a d i n e s s  o r  e q u i l i b r a t i o n  i n  t h e  c o n d i t i o n s ;  d a t a  c o l l e c t i o n  w i l l  n o t  b e  i n i t i a t e d  u n t i l  

c o n d i t i o n s  b e c o m e  s t e a d y  a n d  n o  d a t a  w i l l  b e  s a v e d  u n l e s s  t h e  c o n d i t i o n s  r e m a i n  

s t e a d y ) ,  
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T A B L E  4 

S I M U L A T E D  T G  T E M P E R A T U R E - J U M P  E X P E R I M E N T  

E r r o r  i n  t e m p e r a t u r e  vo l t age  = 2 0 / , V  
E r r o r  i n  e l ec t roba l ance  vo l t age  ~-~ 20 ILV 
D a t a  ca l cu l a t ed  every  15 sec , 
P rec i s ion  F l u ( F )  checked  every 10 p o i n t s  
T a r g e t  p rec i s ions :  15 for  # ;  30 for  w; 30 fo r  7"; 25 fo r  E 
15°C be tween  successive p la teaus  (315, 300, 315, 300, etc.) 
T i m e  be tween  successive p l a t eaus  ~-- 60 sec 

Precision a t ta ined  

F *  B *  

F i r s t  
p rec i s ion  checks  
(af ter  10 
d a t a  o b t a i n e d )  

P rec i s ion  
checks  o n  
s e c o n d  
p l a t e a u  

E x p e r i m e n t  
c o n t i n u e s  
(on ly  
p rec i s ion  
in  ~V given)  

P l a t e a u  1 

P l a t e a u  2 

--~ P l a t eau  2 
--~ P l a t eau  2 
-~ P l a t e a u  2 
--* P l a t e a u  2 
--* P l a t e a u  2 
--* P l a t e a u  2 

--* P l a t e a u  3 
T = 315 

--* P l a t e a u  4 
T =  300 
P l a t e a u  4 

--,, P l a t e a u  4 
P la t eau  5 
T = 315 

-~ P l a t eau  6 
P l a t e a u  6 

-~ P l a t e a u  7 
T = 315 
P l a t eau  8 
T =  300 

--~ P l a t e a u  8 
--* P I a t eau  9 

T = 315 
P l a t e a u  10 
T - -  300 

-~ P l a t e a u  10 
- ~  P l a t e a u  I I 

ii, 

W 

T 

w 

T 

# 

~P 

~b 

~b 

~b 

~P 
fi, 

~P 

K, 

~P 

29 34 

4400 4300 

3500 3500 

18 20 E t  = 2 6 . 8 4 - 2 . 9  

3800 3700 

3300 3300 

60 72 E1 = 2 6 . 2 +  1.6 
119 145 E1 ~---25.3 ' 1.5 
188 240 E 1 ~ 2 5 . 3  + 1.4 
270 357 E t = 2 5 . 0 4 -  1.4 
361 493 E t - - - - 2 4 . 8 4 - .  1.4 
460 651 E 1 ~ - - - 2 4 . 6 4 -  1.4 
( m e a s u r e m e n t t i m e  exhaus ted  for  p l a t e a u 2 )  
46 49 E 2 - - - - 2 4 . 9 ~ 0 . 9 8  

26 30 E a - - 2 7 . 5 4 - 1 . 9  

94 96 E a - - 2 4 . 4 - - 1 . 0  
181 192 E a ~ - - - 2 4 . 7 + 0 . 9 6  

53 53 E4-----26.1 4 - 0 . 9  

31 31 Es = 24.0 4- 1.7 
102 105 E5 ---- 24.6 + 0.96 

55 55 E6 ~ 24.7 + 0.94 

31 32 E7 ~-~ 25.6 ~ 1.7 

104 106 Ev = 25.3 + 0.93 
55 54 Ea -~ 24.6 4- 0.92 

29 33 Ea = 27.1 ~ 1.7 

105 100 EO -~ 24.2 iF- 0 .94 
etc. 

F o r  o the r  E va lues  a n d  s ta t is t ical  t r e a t m e n t ,  see T a b l e  5. 
° S t -  . 

Prec i s ion  levels:  F *  ----- f o r w a r d  in  t ime;  B ----- b a c k w a r d  m t ime.  
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Ex t r apo l a t ed  values  and  s igmas fo rward  a n d  back  in t ime  then precis ion,  = back ,  forward ,  a n d  
reques ted  

R I  - - 0 . 1 2 5 E + 0 2 "  0 . 1 2 7 E + 0 0  - - 0 . 8 4 1 E + 0 1  0 . 1 2 7 E + 0 0  98.834 66.282 15.000 
F I  0 . 2 6 9 E + 0 5  0 .447E+01  0 . 2 1 5 E + 0 5  0 . 1 8 2 E + 0 2  1479.479 1185.547 30.000 
F 2  0 . 2 1 6 E + 0 5  0 .365E+01  0 . 2 1 0 E + 0 5  0 .365E+01  5758.957 5758.957 30.000 

Ac t iva t i on  energy f rom = A C T I V E =  

E tr(E) T ° K  tr(T) ra te  tr(rate) 
24.711 0.689 588.12 0.06 - - 0 . 2 1 8 1 E + 0 2  0 .2470E+ 00 

573.12 0.05 - - 0 . 1 2 4 5 E + 0 2  0 .1269E+00  

C o n t r i b u t i o n  o f  ra te  a n d  t empera tu re  to  var iance  ( =  ~-(E)) 

ra te  t emp  
0 . 4 6 0 E + 0 0  0 . 1 4 6 E ' 0 1  

E values and  temps  so far:  

E t~CE) T1 t~CT1) T2 aCT2) 
no.  1 24.635 1.40! 588.09 0.08 573.11 0.03 
no-  2 24.888 0.982 573.11 0.03 588.16 0.09 
no.  3 24.701 0.961 588.16 0.08 573.10 0.05 
no.  4 26.141 0.886 573.10 0.05 588.12 0.08 
no .  5 24.639 0.963 588.12 0.08 573.12 0.06 
no.  6 24.683 0.937 573.12 0.06 588.09 0.08 
no .  7 25.346 0.934 588.09 0.08 573.11 0.06 
no .  8 24.609 0.920 573.11 0.06 588.16 0.08 
no .  9 24.181 0.939 588.16 0.08 573.09 O.06 
no- 10 24.871 0.975 573.09 0.06 588.15 0.08 
no.  11 24.979 0.919 588.15 0.08 573.12 0.05 
no.  12 24.721 0.398 573.12 0.05 588.12 0.06 
no.  13 24.699 0.670 588.12 0.06 573.11 0.06 
no.  14 25.089 0.752 573.11 0.06 588.12 0.06 
no.  15 24.711 0.689 588.12 0.06 573.12 0.05 

Weigh ted  mean  E is 24.837 q- o r  - -  0.203 
R e d u c e d  chi -square  for  E ca lcu la t ion  is 0.245 (should  be  <_ 1.) 
Unweigh ted  mean  o f  s igmas is 0.883 
Ca lcu la ted  over  14. degrees o f  f reedom. 

Assuming  all  poss ible  sample  means  a re  no rma l ly  d is t r ibuted .  True  weighted mean  lies wi th in  r ange  
24,438 to  25.235 for  95~o confidence level. 

Unweigh ted  es t imate  o f  E and  unbiased  es t imate  o f  sig E are  24.859 and  0.113, which gives confidence 
range  o f  24.638 to  25.081. Chi - square  for  unweighted  E is 0.25. 
~r 

R e a d  a s - - 0 . 1 2 5  x 102. 
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T A B L E  6 

INITIALIZATION FOR SIMULATED EX~ '~RIMENT 

T G  ta l c .  d a t a  5/26/76 case B E = 2 5  T = 3 0 0  a n d  315. A d d  er rors  to  read ings .  
Tes t  o f  E prec is ion  specif icat ions.  

T y p e - E  t h e r m o c o u p l e ~ N i - C r ] C u - N i .  Express ions  g o o d  f r o m  - -0 .05  to  + 0 . 0 4 .  0 to  400 degrees C.  
( T a b l e  AS.2.3 .P.306 N B S  m o n o g r a p h  125.1974) 

P a r a m e t e r s  in i t iaI ized as  fo l lows:  

N T H C P  ----- E 
F A C T O R S  = 1 2 0 0 
F A C F U N  -~ 0 0 0 0 
D E K I V S  = I 0 0 0 
I N P U T S  = 0 1 2 3 
S C A L E S  = 1.000 1.000 0.01 1.000 
N R A N G E  = 3 3 5 5 
N R E A D S  = 1 1 5 5 
N T E R M S  = 2 0 0 o 
C H I  T E S T  ~-  7.00 7.00 7.00 7.00 
P T I M E S  = 300.0 300.0 300.0 300.0 
P R E C F  = 30.00 30.00 3.00 3.00 
P R E C R .  = 15.00 3.00 3.00 3.00 
N F A C T S  ----- 2 
N R A T E S  = I 

TIMLIM = 900.00 

BAD PTS = 100 

C H E C K S  = 10 
T C  to  D 0 .17023E- -01  - - 0 . 2 2 0 9 7 E - - 0 6  
I O  U N I T S  = 5 5 3 7 
P O L N O M  E X P  = I 2 3 4 
P R E C I S I O N  in  E A C T  = 25.00 

0 0 0 0 
0 0 0 0 
0 0 0 0 
4 5 6 7 

1.0O0 1.000 1.000 1.000 
5 5 5 5 
5 5 5 5 
0 0 0 0 

7.00 7.00 7.00 7.00 
300.0 300.0 300.0 300.0 

3.00 3.00 3.00 3.00 
3.00 3.00 3.00 3.00 

- - 0 . 5 4 8 0 9 E - -  11 
8 1 
5 

- - 0 . 5 7 6 7 0 E - -  16 

F a c t o r  levels a n d  changes  fo l low:  

1 573.150 15.000 
2 0.000 0.000 
3 0.000 0.000 
4 0.000 0.000 

D e s i ~ m ~ d x ~ l l o w s  

1 1 - ~  0 . ~  0 . ~  0 . ~  
2 - - I . ~  0 . ~  0 . ~  0 . ~  

Bias  vo l tages  a n d  s igmas  for  fac to r  i n p u t s  

F a c t o r  vo l t age  S i g m a  

1 0 , 0 0 0 E + 0 0  0 . 1 0 0 E - - 0 8  
2 0 . 0 0 0 E + 0 0  0 . 1 0 0 E - - 0 8  



T A B L E  7 

INITIALIZATION OF PROGRAM PARAMEIERS USING SUBROITI'INE PRIME 

Requires N, I and  V A L U E  in F O R M A T  (213, F10.0). 
i.e. N - -  right justified to co lumn 3, no  decimal point  

I - -  right justified to co lumn 6, no  decimal point  
V A L U E  - - b e t w e e n  columns 7 and  16 inclusive, include decimal point  

g3  

To Change N I Value Details 

N T H C P  1 0 E or  K 
T S C A L E  2 0 

S K I P  3 0 30-120 

F A C T O R  4 1-8 Order  

F A C F U N  5 1-8 0 
1 
2 
3 

D E R I V S  6 1-8 0 
1 

I N P U T S  7 1-8 

S C A L E S  8 1-8 

Inpu t  
number  on 
scanner 
scale 
factor  

l q R A N G E  9 1-8 3 

N R E A D S  10 1-8 
5 

_1  

I~ TER MS 11 1-8 0--5 

C H I  T E S T  12 1-8 

P T I M E S  13 1-8 

P R E C F  14 1-8 

Specify thermocouple  type. 
Specify scale to apply to bring 
D A C  voltage into correspondence 
with thermocouple  voltage at  
tempe~ ature controller. 
Time in seconds to wait  between 
sets o f  readings, i,e., read 
weight every "'skip" seconds. 
Specify order  in which inputs 
on analog scanner are to be 
read as factors. 
R a w  reading, r, untransformed.  
Use  log (r) 
Use  r 2. 
Use 1It. 
N o  derivative for the Ith factor  
Calculate derivative and 
check precision for  l th  factor. 
Specify which inputs on 
analog scanner are to be read. 

Scale to be applied to voltage 
reading on  input to put  it in 
appropria te  phys.:cal units 
Use 0.1 V scale on  D V M  for 
reading this factor  ( D V M  will 
over-range to 0.16 V) 
Use 1 V scale 
Use I0  V scale 
N u m b e r  o f  individual readings 
o f  an input to be taken in 
succession (without waiting 
"'skip" seconds) and  averaged 
together to  give "reading'" 
and  its estimated s tandard 
deviation. 
N u m b e r  o f  terms to use in 
polynomial  which is to  be fitted to 
the l th  factor. 
Target  value in chi square test 
for l t h  factor. 
Max imum time allowed for  a factor  
to steady down after change. 
Target  precision for  factor  
extrapolation. 
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T A B L E  7 (contimwd) 

To Change N I Value Details 

P R E C R  15 

N F A C T S  16 

N R A T E S  17 
T I M L I M  18 

B A D  PTS 19 

1-8 

0 _>1 

0 >_1 
0 >0  

0 >0  

E Q U I L  20 0 > 0 

C H E C K S  21 0 >0  

E N D S I G  22 

R A T M I N  23 

24 R A T M A X  

T J U M P  25 

I /O  U N I T S  

26 
27 
28 
29 

30 

31 
32 

33 

34 
35 

0 

Mt 
P R E C E  

0 

1-5 
0 

0 

0-15  

1-5  
>_0 

0 

Targe t  precisions for  ra te  
extrapolat ions-  
N u m b e r  o f  factors  to  be  measured  
in this experiment .  
N u m b e r  o f  rates to  be  considered- 
M a x i m u m  t ime al lowed for  
measu remen t  o f  any  one  plateau.  
M a x i n m m n u m b e r  o f  da ta  points  
to  th row away  before resett ing 
steadiness indicators.  
T ime  in seconds to  al low af ter  
resett ing o f  factors  before  da ta  
are  measured-  
N u m b e r  o f  da t a  points  between 
checks o f  current ly  a t ta ined 
precision. 
M i n i m u m  n u m b e r  o f  s t andard  
deviat ions adjacent  readings 
mus t  differ by  i f  exper iment  
is not  to  be  te rmina ted  (tests 
for  whether  some  sample  is 
still left). 
M i n i m u m  value o f  ra te  o f  weight 
loss to  allow. Fai lure  o f  this 
test increases the t empera tu re  
uncondi t ional ly  b y  T J U M P .  
M a x i m u m  value o f  ra te  o f  weight 
loss to  allow. Fai lure  here  
uncondi t ional ly  decreases the  
temperature by T J U M P .  
N u m b e r  o f  degrees to j u m p  tempera tu re  
by  uncondi t ional ly  when  
so indicated b y  R A T M I N  and  R A T M A X  ~ 
tests. 
Assign logical units in p rog ram 
to  actual  peripherals  on  compute r .  
I n p u t  f rom user 
P rog ram instructions to user  
Print  file. 
(Disc) file for  buffered experimental  
da t a  (for later  processing; 
this is rarely used.) 
User  console  (for  duplicate o f  
print file) 
Uni t  to save initalized paramete rs  
on  (Disc) file for  da ta  transfers 
between subroutines.  
S u m m a r y  o f  act ivat ion energy 
determinat ions.  
Exponents  M~ o f  polynomial .  
Targe t  precision for  act ivat ion 
energy. 
I npu t  required to s top  initialization 
procedure.  
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Target precisions were specified for the determinations of  factor levels, the 
derivative of  the TG curve, and the activation energy. The "exper iment"  was then 
started. The flow in the subroutine (RPAR ' )  which simulated the experiment is given 
in Table 3. The procedure allows the temperature to be changed by the program at any 
time and  not  just  at  times pre-determined by the operator. In the "exper iment"  
presented in Table 4 the target precision for the rate of  weight loss was too low 
(r/tr(r) = 15). This precision was achieved after the first check for plateau 1, and the 
program then proceeded to calculate the data for plateau 2. When  the activation 
energy was calculated after the first precision check for plateau 2, its precision was too 
low, and increasing precision in plateau 2 was unable to overcome the effect of  low 
precision in plateau 1. The program proceeded to plateau 3 when the time allotted to 
plateau 2 was consumed. From then on, the procedure was able to steady down and 
obtained the 15 activation energies given in Table 5 before the sample weight precision 
was reduced to less than 1, which terminated the experiment. This example is given to 
show the self-correcting tendencies of  the program. In practice, experiments subsequent 
to the initial experiment under new conditions generally follow a smooth course. We 
believe that the program has performed in a highly satisfactory f a s h i o n - -  both in the 
test described here and in real-life experiments. 

Table 6 shows the initialization used to conduct  the "experiment"  described. 
Any of  these values can be changed via subroutine PRIME during the initial stages of  
running the program. Later experience with real experiments showed a need for an 
extended parameter list. The uses of  all current parameters are indicated in Table 7. 
Listings of  the programs are given in an Appendix to ref. 6. Copies of  the programs 
and/or  the listings are available from the author. 
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